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As Taylor Swift fans entered the Rose Bowl to attend her concert in May of 2018, they were met by a video display showing behind the scenes footage of Ms. Swift’s
rehearsal and preparation for that night’s performance. Unbeknownst to her fans, these
displays were equipped with outward facing cameras that were capturing images of the
concert-goers’ faces. As the cameras collected the images, they were cross-referenced
against a database that consisted of photos of Taylor Swift’s known stalkers. It is unclear
whether any matches were made or, if there were matches, what became of the concert-
going Taylor Swift stalkers. However, it is clear that Facial Recognition Technology
deployed alongside security cameras continues to find new applications and new users.

The proliferation of cameras in America has made it practically impossible to enter
the public world without being caught on camera. Cameras are ubiquitous. Companies like
Ring and Nest market increasingly sophisticated cameras to residential consumers at a
growing rate, making residential and personal security cameras so widely available that
they are hardly noticeable in our world today. However, these cameras have created a new
vantage point into human activity that, until now, was hardly imaginable at any point in
history.

Recent advances in cloud computing, data storage, machine learning, and processing
power have brought about a revolution to security camera monitoring—Facial Recognition
Technology (“FRT”). Law enforcement agencies have begun adapting this technology to
serve policing purposes—often forming ongoing relationships with the FRT providers. Like
many new technologies, creative applications of FRT and unforeseen consequences
abound. These uses present new privacy threats to Americans and have almost no legal
precedent or framework through which to regulate and control use of this emerging
technology. Many scholars have advocated for legislation to ban FRT nationwide. However, many of the potential applications of FRT would, or do, lack a state actor and fall outside the reach of constitutional protection. Accordingly, this comment seeks to
explore the relationship between law enforcement and FRT and argues that FRT is
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analogous to another technology to which the Court recently extended constitutional protection.

The 2018 case of *Carpenter v. United States* is one of the few cases involving individual privacy that the United States Supreme Court has decided in the twenty-first century. The *Carpenter* decision dealt with a criminal defendant’s cell phone-generated cell-site location information, which investigating law enforcement agents used to place the defendant at the scene of multiple robberies scattered across multiple states. The defendant challenged law enforcement’s use of these records, and the Supreme Court found in the defendant’s favor, concluding that the collection of these records constituted a “search” under the Fourth Amendment. This comment seeks to explore what the Justices failed to address—the growing privacy threat that FRT adopted by law enforcement agencies poses to Americans. Though the Supreme Court’s holding in *Carpenter* strengthens individual privacy by expanding what constitutes a “search” under the Fourth Amendment, the decision falls short of addressing modern privacy threats to citizens by excluding law enforcement’s adoption of facial recognition technology on new and existing surveillance camera networks. This comment argues that FRT deployed over a wide area camera network presents the same threat as cell-site location information presented in *Carpenter* and should also be protected from warrantless access or search by law enforcement.

Part II of this comment details the *Carpenter* decision. A string of robberies in and around Detroit, Michigan, drew the attention of state and federal law enforcement agents. Their investigation led the law enforcement agents to pursue a suspect’s Cell-Site Location Information. Ultimately the accessing of this data was reviewed by the Supreme Court. This section reviews the Fourth Amendment precedent weighed by the Court and the privacy concerns that led to the Court’s decision.

Part III introduces FRT and explores its application. This section briefly explains the technological advances that led to the current capabilities and explores how FRT is currently used and how the technology could be used as a tracking tool by law enforcement. This part also discusses a potential application of the technology in the United States by detailing its current use in China. Finally, this part argues that current and future applications of FRT violate Fourth Amendment privacy rights.

Part IV applies the *Carpenter* test to FRT and explores the similarity between cell-site location information and the tracking potential of FRT. Finally, this section makes the case against FRT in its current unregulated state and argues that applying the *Carpenter* analysis to it renders government access of data created by FRT an unconstitutional “search” that should be protected by the warrant requirement of the Fourth Amendment.

II. *Carpenter v. United States*: The Supreme Court Updates the Fourth Amendment

Unbeknownst to most cell phone users, cell phones generate large volumes of
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location specific, historical cell site location information. Regardless of whether a cell phone is in use, it routinely transmits data to its wireless carrier if it is powered on. Cell phones connect to nearby cell sites, which are radio antennas that receive and transmit radio waves, connecting wireless cell phones to the carrier’s wired network. Each time a cell phone connects to a cell site, a record is created which, in aggregate, is called cell site location information, or CSLI. CSLI records capture the cell phone identity, the cell site the phone connected to, and the time of the connection. Cell sites are commonly mounted on a tower—a cell phone tower. However, in urban areas cell sites can be mounted and integrated into light posts, flagpoles, buildings, and other urban fixtures. The area a cell site covers depends upon the number of directional antennas installed and the amount of traffic the cell site handles. As cell phone use and data consumption have grown, cell site concentration has increased, which in turn, has caused a decrease in the area each cell site covers. As cell site coverage area shrinks, CSLI grows more accurate. Early cell phones only generated CSLI at the beginning of a phone call. However, as cell phone capabilities advance and grow, so too do the occasions to connect to the network. Network communications range from sending or receiving a text message to phone applications running routine connections. Increased cell phone connections and shrinking cell site coverage areas have resulted in increasingly accurate, frequent, and thorough CSLI collection.

A. The Carpenter Decision Addressed a Tracking Tool that Most Individuals Carry in Their Pockets—Cell Phones.

In 2011, Detroit police arrested four suspects in connection with a string of robberies targeting Radio Shack and T-Mobile stores. After being taken into custody, one of the suspects confessed that the group had robbed nine different stores across Ohio and Michigan. The suspect implicated fifteen accomplices and provided the police with several of their cell phone numbers. In addition, the FBI searched the suspect’s phone and recovered cell phone numbers dialed around the time of each robbery. Using these
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cell phone numbers, prosecutors, working with the FBI, applied for and were granted court orders to obtain cell phone records (from suspects) under the Stored Communications Act. One of the suspects targeted by prosecutors was Timothy Carpenter. Based in part upon the cell phone information obtained by the court orders, prosecutors charged Carpenter with six counts of robbery and six counts of carrying a firearm during a federal crime of violence. In addition to seven other suspects implicating Carpenter as the leader of the robbery ring, the FBI used information from Carpenter’s cell phone to build a map that placed Carpenter near the vicinity of four of the robberies at the time that they occurred. The information that the FBI used to build the map detailing Carpenter’s location at the time of the robberies was cell site location information.

Before the trial, Carpenter moved to have the CSLI data provided by wireless carriers suppressed. Carpenter argued that the government had violated the Fourth Amendment by seizing his CSLI records without a search warrant supported by probable cause. To obtain a search warrant with probable cause, law enforcement must have “‘some quantum of individualized suspicion’ before a search or seizure may take place.” As mentioned, the Government had obtained the CSLI data through two court orders issued by magistrate judges pursuant to the Stored Communications Act. The Act requires the government to show that cell site evidence “might be pertinent to an ongoing investigation.” The Court described this lower evidentiary burden utilized by the Stored Communications Act as a “‘gigantic’ departure from the probable cause rule.” The first court order sought 152 days’ worth of CSLI and actually returned 127 days of data. The second court order sought seven days’ worth of CSLI and actually returned two days of data. In total, the Government compiled 129 days of Carpenter’s CSLI data—a total of 12,898 location points generated by Carpenter’s cell phone for an average of 101 location points per day.

The trial court denied Carpenter’s motion to suppress. At trial, the Government used this data to produce maps of Carpenter’s location throughout the 129 day period, including maps that placed him near four of the robberies Carpenter was charged with. The accuracy of Carpenter’s precise location varied in “wedge shaped” sectors that ranged...
in size between one-eighth and four square miles. The Government relied on this data to “clinch” the case. On appeal the Sixth Circuit affirmed the trial court’s decision to permit the CSLI data.

B. A Majority of the Court Found Accessing CSLI to Be a Search Based on Concerns Over Unprecedented Access and Information that Personal Data Grants Law Enforcement

The Supreme Court broke new Fourth Amendment ground by holding that accessing Carpenter’s CSLI data constituted a search. While addressing law enforcement access to CSLI, the Supreme Court moved beyond existing Fourth Amendment precedent. The Court rooted its analysis in the basic purpose of the Fourth Amendment, “to safeguard the privacy and security of individuals against arbitrary invasions by governmental officials.” After the Court referenced basic precedential “guideposts,” it acknowledged that CSLI maintained by a third party did not fit into any existing framework and instead fell at the “intersection of two lines of cases.” The first line of cases addresses a person’s reasonable expectation of privacy in his physical movements and location. The second line of cases concerns the degree of privacy an individual can expect in the information he shares with others. Ultimately, however, the Court decided that an accurate Fourth Amendment analysis of CSLI required a new test to accommodate digitally generated and stored personal location information, breaking new ground in the realm of the 4th Amendment.

i. Privacy in Physical Movement and Location.

The first line of cases the Court considered to resolve CSLI privacy violations in Carpenter addressed privacy in an individual’s location and movement. In United States v. Knotts, the Government used a location beeper, the 1980s-era equivalent of a GPS tracker, to track the vehicle of a suspect. The Government planted the beeper in a container that wound up in the suspect’s vehicle. Police used the beeper to measure the distance from the vehicle and assist law enforcement to visually track and follow the vehicle. The Court found that an individual travelling through public streets and conveying their location to any observer had no expectation of privacy. However, the
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Court also observed that different constitutional principles would be implicated if this pervasive form of tracking were available to follow a suspect around the clock.62

More recently, the Court held that warrantless GPS tracking of a suspect’s vehicle over a period of twenty-eight days constituted a search under the Fourth Amendment.63 In United States v. Jones, federal agents placed a GPS tracking device on the frame of a suspect’s vehicle while the vehicle was parked at a public parking lot.64 Law enforcement agents then used the GPS data to connect the suspect to a large drug conspiracy.65 After receiving a life sentence, the defendant appealed the prosecution’s use of GPS surveillance data at trial, which was procured without a warrant.66 The Court found it was a search, as the Government had physically attached the GPS device to the suspect’s car67—consistent with traditional Fourth Amendment property based notions of privacy.

Though the Court based its decision on property grounds, five justices concurred, indicating that continuous, twenty-eight day monitoring constituted a search, despite the tracked car’s movements being observable by the public, expanding the holding of Jones.68 An intrusion into an individual’s privacy is considered a search when law enforcement invades their reasonable expectation of privacy.69 The Court has recognized a reasonable expectation of privacy where an individual “demonstrated an actual expectation of privacy” and it is one “that society is prepared to recognize as reasonable.”70 In the Jones concurrences, two competing expectation of privacy theories were advanced. Justice Alito wrote, “society’s expectation has been that law enforcement agents and others would not—and indeed, in the main, simply could not—secretly monitor and catalogue every single movement of an individual’s car for a very long period.”71 While Justice Sotomayor found a search in law enforcement’s invasion of a “reasonable societal expectation of privacy in the sum of one’s public movements.”72 Though these concurrences differ, they both advocate a search where law enforcement deploys “collective public monitoring over time.”73 Though the Court had found an expectation of privacy in physical movements and location, the scale of CSLI data addressed in Carpenter exceeded the scope of these cases.

ii. The Third-Party Doctrine.

Carpenter then shifted its focus to the ‘third-party doctrine,’ which provides that an
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73. COMPUTER CRIME, supra note 69, at 404.
individual has no right to privacy for information that he voluntarily shares with a third party. The doctrine is rooted in United States v. Miller. While investigating Miller for tax fraud, the Government subpoenaed bank records and check stubs from Miller’s banks. Miller challenged the Government’s collection of financial records as an unconstitutional search under the Fourth Amendment. Noting that Miller never had “ownership or possession,” the Court found that Miller had a limited expectation of privacy regarding the records because he had assumed the risk by sharing his personal information with another person.

The Supreme Court expanded the third-party doctrine in Smith v. Maryland, where the Court held that an individual holds no reasonable expectation of privacy over phone numbers they dial when they share them with their telephone company. In both Miller and Smith, the Court reasoned that the individuals in question had voluntarily shared their personal information with third parties, and thus, they had no reasonable expectation of privacy in that information retained in the regular course of business by the respective third-parties. But in contrast to these third-party doctrine cases, as the Court noted in Carpenter, the nature of the data held by the cell phone providers is of a “qualitatively different category” than call logs or bank records, which would suggest that the nature of the information sought by law enforcement may affect the applicability of the third-party doctrine.

iii. Distinguishing the Privacy in Location and Third-Party Doctrines.

The Carpenter Court distinguished the Government’s collection of CSLI from GPS tracking of physical movements and the third-party doctrine’s accessing of a third-party’s records compiled in the regular course of business. Though accessing CSLI yields information that is similar to information captured by GPS tracking of a vehicle, and the third-party doctrine is implicated because CSLI is information used and collected by a third-party wireless carrier, the nature of CSLI moved the Court beyond existing Fourth Amendment doctrines.

Government acquisition of CSLI data presents a greater intrusion into individual privacy than prior cases have addressed. Prior to Carpenter, the Supreme Court found that individuals do not surrender their expectation of privacy by entering the public sphere. This remains true for CSLI, but the information that data collected by CSLI reveals is drastically more invasive than the prior-considered GPS information. CSLI opens a “window into a person’s life, revealing not only his particular movements, but through them his ‘familial, political, professional, religious, and sexual associations’” to
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The Court also recognized the extent to which cell phones have practically become a “feature of the human anatomy,” enabling near perfect tracking of the cell phone’s owner. \(^85\) Additionally, the Court observed that this “near perfect” form of surveillance can be achieved with remarkable ease and is “remarkably easy, cheap, and efficient compared to traditional investigative tools.” \(^86\) Despite the many similarities between the location-revealing nature of both GPS and CSLI data, the Court chose to treat the latter with a new analysis that recognized the much more powerful location tracking capabilities of CSLI.

Another unique aspect of CSLI is what the Court called the “[r]etrospective quality of the data.” \(^87\) The breadth of the historical record that CSLI data gives law enforcement is unprecedented. Previously, law enforcement was limited in their investigatory power both by time and the “dearth of records and the frailties of recollection.” \(^88\) This afforded American citizens a form of privacy inherent in the relationship between citizens and law enforcement. When an investigation commenced, law enforcement officials were limited by what they could reconstruct from a witness’s memory and physical records and what they could observe going forward from the start of the investigation. CSLI seems to obliterate this check or limit on police power.

The Court distinguished CSLI from GPS; unlike GPS, with CSLI “police need not even know in advance whether they want to follow a particular individual, or when.” \(^89\) Because CSLI is being “continually logged for all of the 400 million devices in the United States,” when a criminal investigation is opened or a new suspect identified “[w]hoever the suspect turns out to be, he has effectively been tailed every moment of every day.” \(^90\) Were the government allowed to access this information without a search warrant, effectively everyone would be tailed, every day, with only their wireless carrier’s CSLI data retention policy for protection. Considering the invasive nature of CSLI and its near perfect surveillance capabilities, the Court held that when law enforcement accessed Carpenter’s CSLI records, they “invaded Carpenter’s reasonable expectation of privacy in the whole of his physical movements.” \(^91\)

The Court explicitly declined to extend the third-party doctrine to cover CSLI. Regarding CSLI, the Court held, “whether the Government employs its own surveillance technology” to capture CSLI or obtains it from a wireless carrier as in Carpenter, “an individual maintains a legitimate expectation of privacy in the record of his physical movements as captured through CSLI.” \(^92\) The Court’s willingness to extend Fourth Amendment protection beyond CSLI collected and stored by wireless carriers to CSLI captured directly by Government surveillance demonstrates how personal and revealing the Court found CSLI data to be regardless of its source. The Court articulated that
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obtaining CSLI from a wireless carrier is not “a garden-variety request for information from a third-party witness.” Obtaining CSLI does not fit the “seismic shift in digital technology.” CSLI is a seismic shift because the data captured in CSLI is “nearly infallible;” it is an “exhaustive chronicle of location information” and is collected from everyone, not for a short period of time, but going back years.

The third-party doctrine partly derives from the idea that individuals have a reduced expectation of privacy in information that they knowingly and voluntarily share with another. However, the Court views detailed logs of an individual’s physical location, compiled daily and stored for years, to be outside the scope of information covered by the third-party doctrine. The nature of what CSLI reveals is simply too private. Significantly, the Court rejected the argument that an individual voluntarily shares CSLI with their wireless carrier. The Court did not see carrying a cell phone as a true choice, as cell phones are such an integral part of day-to-day life that “carrying one is indispensable to participation in modern society.”

Most importantly to individual privacy concerns, the Court noted the inescapable nature of the CSLI collection, observing that there is no way to “[a]void leaving behind a trail of location data.” Cell phones generate CSLI without any “affirmative act on the part of the user beyond powering up” the phone by receiving calls, texts, and checking for application updates. Thus, the Court concluded that the user could not assume the risk of turning over CSLI voluntarily. Even though the Government obtained Carpenter’s CSLI from a third party, this “does not overcome Carpenter’s claim to Fourth Amendment protection,” against government searches. Accordingly, the Court found “[t]he Government’s acquisition of the cell-site records was a search within the meaning of the Fourth Amendment” and held that law enforcement must secure a search warrant in order to access CSLI.

iv. New Factors Considered by the Court to Protect CSLI Under the Fourth Amendment.

In addition to the consideration of previous Fourth Amendment doctrines, the Court based its decision, at least in part, on features unique to CSLI and future capabilities of the technology. With an eye toward the future, the Court observed that “the rule the Court adopts ‘must take account of more sophisticated systems that are already in use or in development.’” The Court’s position was likely affected by the fact that it was
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considering events that took place in 2011 from a vantage point seven years later in 2018. However, there is a sense in the opinion that the Court was giving consideration to future advances beyond simply acknowledging the time that had passed since Carpenter’s CSLI was accessed. As University of California Law Professor and Fourth Amendment scholar, Orrin Kerr, notes, one of the best examples of the Court’s willingness to imagine future iterations of the capabilities of CSLI data is the discrepancy of the facts of the Carpenter investigation and the purported location tracking capabilities of CSLI data in the Court’s opinion.105 The CSLI evidence presented against Carpenter at trial placed him at the robbery locations with varied degrees of accuracy ranging from areas of one-eighth of a square mile to four square miles.106 However, the Court discussed the ability of wireless carriers to pinpoint a cell phone’s location within fifty meters.107 The Court used the threat of CSLI accuracy to bolster its argument that this technology should be protected from the government by the requirement of a search warrant. Though Kerr is critical of the discrepancy,108 the Court is right to be concerned by inevitable advancements in the capabilities of CSLI. The Court’s willingness to consider present or near future technological capabilities is necessary in light of the staggering amount of personal data generated, collected, and stored in today’s world.109 The Court rightly takes some latitude in addressing a technology that has the potential to track every American carrying a cell phone around the clock.

C. The Carpenter Test

The Court held that CSLI is protected under the Fourth Amendment because of the “deeply revealing nature of CSLI;” its “depth, breadth, and comprehensive reach;” and the “inescapable and automatic nature of its collection.”110 This test reveals the factors the Court found to be the most repugnant to the Fourth Amendment’s right to freedom from unwarranted searches. First, CSLI data is “deeply revealing.”111 The Court was concerned about the volume of information that can be gleaned from accessing a person’s CSLI data—a lot.112 Second, CSLI captures a “comprehensive” record of a cell phone user’s life.113 As the Court discussed, cell phones have become part of the human anatomy; essentially everyone has one, and almost everyone carries it wherever they go.114 Third, cell phones automatically collect a user’s location data without a meaningful alternative for the user. The Court acknowledged that there is no meaningful choice to opt-out of CSLI collection. The only real way to avoid generating CSLI is to turn off the cell phone
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or go without it, which, the Court has already conceded is an unreasonable expectation.\textsuperscript{115} The Court, in going beyond previous case law and identifying new characteristics to weigh in determining whether data generated by a new technology ought to be protected from government search absent a warrant, seems to signal that there are technologies that present such a great threat or undermine individual privacy to such an extreme that they fall under Fourth Amendment protection, despite who holds the actual records.\textsuperscript{116}

Part of the \textit{Carpenter} test also captures an awareness that the test “must take account of more sophisticated systems that are already in use or in development.”\textsuperscript{117} This is accomplished by considering the advancements that CSLI technology has made in the time since the robberies occurred. The factors the test considers also reveal that justices in the majority recognized the significance of the threat to individual privacy presented by CSLI and other similar technologies. In fact, this threat is what pushed the majority to articulate a new test—the threat to privacy that big data generated by technology creates. Before articulating the test, the Court seemed to be self-aware of its own inability to address head-on the persistent privacy concerns that new technology, like CSLI, will present.\textsuperscript{118} Despite the Court’s desire to limit its decision to the facts before it, its reluctance to engage other technology-enabled privacy threats leaves doubt for law enforcement regarding how to apply the \textit{Carpenter} test to emerging technologies in the future.

III. \textbf{FACIAL RECOGNITION TECHNOLOGY, SECURITY CAMERAS, AND LAW ENFORCEMENT}

In \textit{Carpenter}, the Supreme Court declined to extend its holding to “conventional surveillance techniques and tools,”\textsuperscript{119} insisting that its decision to require a warrant when law enforcement accessed encyclopedic-like location information held by a third party was a “narrow one.”\textsuperscript{120} However, the \textit{Carpenter} analysis should be applied to another emerging technology—one capable of more invasive and revealing data collection—facial recognition technology (“FRT”).\textsuperscript{121} Specifically, the \textit{Carpenter} analysis should be applied to FRT deployed on surveillance camera networks.

\textbf{A. Incorporating Facial Recognition Technology on Existing Security Cameras}

FRT, the ability of a computer to recognize a face, relies on “machine vision,” which is the ability of a computer to analyze video input received from a camera.\textsuperscript{122} Simply put, it gives a computer to the ability to see. Machine vision has enabled an array of advances in technology in recent years and has become ubiquitous in modern life.\textsuperscript{123} Examples of
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machine vision applications include copyright enforcement, self-driving cars, Snapchat filters, and facial recognition.\textsuperscript{124} Progress in machine vision has been enabled and accelerated by artificial intelligence, or the ability of a computer to learn.\textsuperscript{125} Artificial intelligence not only allows a computer to recognize faces but also to register human behavior and perceive human emotion.\textsuperscript{126} Artificial intelligence enables FRT and also powers other forms of video analytics.\textsuperscript{127}

The United States contains more video surveillance cameras per capita than any other country in the world.\textsuperscript{128} Studies suggest that the total number of cameras in the United States was around 40 million in 2014.\textsuperscript{129} Though this number is staggering, it has undoubtedly continued to rise as technology has improved, costs have sunk, and ease of access to cameras has improved.\textsuperscript{130} Despite the number of cameras, the video captured by surveillance cameras has remained siloed and difficult to analyze. Cameras and camera networks were, and for the most part remain, isolated between public and private entities, like large corporations and small businesses, or municipal and city governments and the federal government.\textsuperscript{131} In addition, most video is never watched, both because it contains nothing of interest and because, as Department of Justice experts have noted, live monitoring of such video is both extremely “boring” and “mesmerizing.”\textsuperscript{132} Reviewing surveillance footage or live monitoring a camera feed is also difficult. One study found that “[a]fter only 20 minutes of watching and evaluating monitor screens, the attention of most individuals has degenerated well below acceptable levels.”\textsuperscript{133} Though an individual might be captured by any number of cameras across an array of applications, monitoring and analyzing captured video remains difficult, expensive, and time-consuming.\textsuperscript{134} However, as FRT develops, it has the potential to unlock video that was previously inaccessible to review.

FRT does not operate in isolation; it relies on some form of input of images, typically from video cameras.\textsuperscript{135} This relationship can be thought of as a surveillance video camera capturing images as the “eyes” and FRT processing the captured images as the “brain.”\textsuperscript{136} Thus, surveillance cameras observe and gather information while FRT analyzes the information. In 2012, Senator Al Franken described facial recognition technology as
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creating a digital “faceprint;” similar to a fingerprint, the faceprint is “a unique file
describing your face.”137 Like fingerprints, unidentified faceprints are referenced against
a database of identified faceprints to create a match. This fingerprint metaphor is a helpful
starting place for understanding the capabilities of FRT.

Broadly, FRT is a computer-based program that is capable of scanning an image or
video of anonymous persons to identify the faces captured in the image or video frame.138
FRT is able to recognize faces, scan the face down to the individual pixel, locate and
catalog facial features as identifying markers, and create a template of the unknown
face.139 The markers on a template consist of measurements of the face, like the distance
between eyes, or the width of the nose.140 These measurements “make a face unique.”141
FRT also identifies “nodal points,” or facial landmarks, and their measurements in relation
to the face as a whole.142 The newly generated template, also referred to as a “face
signature” or a “map” of the unidentified face is matched against existing identified image
databases.143 Identified image databases range from private collections of images, like
known Taylor Swift stalkers,144 to public collections like states’ driver’s license databases
or the national passport database.145

Privately held identified image collections can be as comprehensive as the databases
held by the government. Facebook’s 2010 feature “tag suggestions” was powered using
facial recognition technology.146 Tag suggestions enabled Facebook to help a user identify
friends in photos the user uploaded, making it easier for the user to tag their friends in
photos.147 As a result, Facebook’s database of “face templates”148 or “faceprints” is
thought to be the largest in the world, as Facebook had 800 million users in 2010.149 Once
an individual’s face template has been created, Facebook is able to identify that individual
in any other photograph uploaded onto the platform by any Facebook user, regardless of
that individual’s awareness or consent.150 Though Facebook users are able to opt out of
the tag suggestions feature, the function must be disabled manually.151

Through use of FRT, identification can be made both in real time and in
retrospect.152 Real-time scanning has been used to screen fans at sporting events. For
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example, in 2019, police in Wales used cameras attached to police vans to screen spectators on their way to a rugby match.153 Police used a database of mug shots as a matching reference and monitored the system in real-time.154 Conversely, FRT is also creating new retrospective capabilities to store and summarize surveillance footage.155 FRT automates the indexing and storing of collected video, which will allow a human viewer to search existing video or review a summarized compilation.156 Video search and summarization addresses the gap, or gulf, between the amount of recorded video that is created and the difficulty and cost of analyzing it.157 There are a number of different methods to summarize video. However, they all seek to capture and emphasize important events, like license plate numbers, faces of people that walk through a specified area, cars, or any imaginable criteria.158 Within a matter of minutes, a lightly traveled road or walkway can be summarized by showing each person or car that traveled through that area over the course of several hours or days.159 With the advent of cloud storage, amassing and storing a large volume of video is no longer limited to large, “deep-pocketed organizations” with a high level of expertise.160 FRT’s tracking capabilities will continue to improve as software is perfected, cost of implementation drops, and cameras become more prevalent.161

B. Current FRT Applications Demonstrate the Technology’s Powerful Tracking Potential

Though comprehensive location tracking, surveillance, and identification seem like something from a “dystopian dream”162 of the future, it is becoming a reality around the world.163 As of 2020, China has the most prolific application of FRT for purposes of state surveillance, specifically the deployment of FRT in the Xinjiang region in the southwestern part of China. Xinjiang is home to the Uighurs, an ethnic Muslim minority
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numbering approximately eleven million people. Authorities in this region have adopted mass surveillance and identification as a tool in their effort to convert a long-occupied Muslim region into a more Chinese influenced and controlled area. In recent years, police have turned to facial recognition technologies to assert control and monitoring over the Uighurs.

In this region of China, being recorded on camera and identified by FRT is not merely a risk upon venturing out in public, it is a certainty. In Guiyang, a “vast” and “sophisticated” camera system encompasses the city. The system, which uses FRT and artificial intelligence to analyze video input, is able to locate and identify anyone who ventures into public within a matter of minutes. Police can monitor citizens in real time and are also able to review a suspect’s past movement as far back as a week. Though authorities are using facial recognition technology to target persons with a criminal past, police are also programming the facial recognition system to track the Muslim Uighurs based on their distinctive skin tone and facial features. The dataset used to program the distinction between ethnic groups is a set of pictures identified as either the Muslim minority or the ethnic Chinese. The artificial intelligence is fed these identified pictures and is programmed, or learns, to distinguish between the two groups. This enables Chinese authorities to target the Uighurs by identifying them and tracking their movement and activity, as well as who they associate with, both in real time and in retrospect.

Though the Chinese Government is responsible for this surveillance and monitoring, it has been enabled by Chinese technology companies. There are at least four major Chinese technology companies working to develop the technology for China’s facial recognition systems, and each company is individually valued at over one billion dollars. Companies working on China’s surveillance camera networks have benefitted greatly from the Government’s 2018 promise to invest billions of dollars in surveillance. Indeed, one Chinese FRT company, MegVii, received a half a billion dollar investment in 2019, much of which came from a State operated venture capital fund. These companies have helped facilitate the Government’s targeting of the Uighurs and other non-Chinese ethnic minorities in China. However, these minority
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tracking capabilities are marketed as the technology’s ability to recognize “sensitive
groups of people.”

Despite marketing efforts to dilute the potent potential of facial
recognition technology, the Chinese Government remains open about how it is using facial
recognition technology.

Part of China’s surveillance strategy is to conduct the surveillance in public.
Billboards show video, captured by security cameras running FRT, of offenders jay
walking, or committing other minor offenses and display the identity of the offender in
public places for others to note and observe. These billboards and the Government’s
surveillance capabilities are publicly known and often overstated, as the perception of
surveillance is also a useful tool. Coupled with China’s growing FRT capabilities, the
country has launched the pilot of a social credit score program. The program aims to
track all Chinese citizens using big data, cameras, and FRT to award a score based on an
individual’s behavior. In 2018, China’s National Public Credit Information Center
reported that over seventeen million people with low social scores were barred from
purchasing plane tickets. While the full effects of China’s adoption of FRT remain
unclear, the present privacy and human rights conditions in China should serve as a
warning as FRT continues to promulgate in the United States. Though China contains
about four times the number of surveillance cameras as the United States—about 200
million cameras, with the goal of increasing that number to 600 million in the coming
years—the United States has a growing list of camera networks. These are networks
on which FRT could be readily deployed.

C. Banning Facial Recognition Technology

In the United States, reception to FRT has been mixed. Some state and municipal
governments have responded to the effects of FRT by banning government use of the
technology. San Francisco, Oakland, Berkeley, and Somerville, Mass., have all banned
municipal government—including police—use of FRT. On a larger scale, the state of
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California has considered banning FRT in police-worn body cameras, and in Europe, European Union officials have begun considering a total ban of FRT. Meanwhile, in Florida, law enforcement has embraced FRT and its potential to identify criminal suspects. In 2001, Florida became the first state to adopt FRT and later helped the FBI develop its own system. It appears that Florida is not using FRT for wide area surveillance but instead for suspect identification (scanning a picture of an unidentified suspect with FRT), running an estimated 8,000 matches per month.

The San Francisco ordinance contains the reasoning for the ban: “The propensity for facial recognition technology to endanger civil rights and civil liberties substantially outweighs its purported benefits . . . and the technology will exacerbate racial injustice and threaten our ability to live free of continuous government monitoring.” Studies have shown that FRT is significantly less accurate when scanning the faces of people of color and women. Fairness and civil rights concerns are just some of the many issues raised by those who advocate for a total ban of FRT. In addition, proponents of a total ban of FRT argue that the lack of transparency and rules around the application of the technology justify banning it. In Europe, the European Commission is considering a five-year ban of FRT to develop policy to prevent abuse and to improve regulation around data and privacy rights. While the contemplation of a total ban is outside the scope of this comment, many of the same arguments for a total ban bolster the need to have FRT information protected by the search warrant requirement.

IV. APPLYING CARPENTER TO FACIAL RECOGNITION TECHNOLOGY

FRT deployed over a camera network covering a wide area represents a similar, if not a more severe, threat to individual privacy than the threat posed by CSLI in Carpenter. For that reason, accessing of FRT should be considered a search and should be protected by the warrant requirement of the Fourth Amendment. Specifically, wide area camera networks which are integrated with a facial recognition system. The threat requires two components: first, wide area camera networks, which require a physical infrastructure to feed data to; second, a facial recognition system, monitoring and compiling the input for real-time or historical analysis. Imagine a major walkable American city, where cameras proliferate every intersection, store front, parking lot, neighborhood entrance, apartment
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building, subway station, and bus stop. An individual moving about a city with a wide area camera network could be easily and accurately tracked as they travel, getting picked up by different cameras. Passing beneath the lens of a single camera would not reveal much about an individual’s daily activity. However, as the number of cameras that an individual encounters increases, so too does the amount of information about the individual that can be gleaned from the camera footage. Cities like New York City, Washington D.C., Chicago, Detroit, and Orlando are all examples of major population centers with the first component—wide area camera networks—already in place.197

The surveillance model in Detroit, Michigan, named Project Green Light, is the most alarming.198 The Detroit Police Department (“DPD”) and the City of Detroit have created a system where law enforcement can access live video from cameras located in businesses, health clinics, apartment buildings, and schools.199 The program’s initial goal was to deter crime at high traffic businesses open during late-night hours.200 Since its inception, the program has grown substantially.201 In 2019, Detroit’s mayor proposed to expand the camera network and coverage by adding hundreds of traffic light cameras.202 The combination of cameras in private businesses and public spaces would allow police to “track any shooter or carjacker across the city.”203 All Project Green Light cameras, no matter where they are located, transmit back to a control center monitored by the DPD.204 DPD also has access to the driver’s license database.205 Regardless of the specifics of the second component—the facial recognition system and its capabilities, or how the video input is cataloged and how long it is stored206—Detroit has laid the foundation for a tracking system capable of following the people of Detroit almost anywhere they go, around the clock. This program is not hidden from the public, as locations with a participating camera have green lights installed to alert visitors that they are being monitored.207
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locations. However, Detroit currently has thousands of cameras deployed\textsuperscript{208} with plans to install hundreds more, everywhere from traffic lights\textsuperscript{209} to public housing.\textsuperscript{210} Does a Detroit resident have a meaningful alternative to being filmed should they choose to avoid Project Green Light cameras?

Examples like the tracking of the Uighurs in China and the camera networks in the United States demonstrate the tracking ability, or potential tracking ability, of a facial recognition system fed by a wide-area camera network. However, the length of video retention remains a variable—that is, how far back in time FRT would be able to scan for an individual’s face. However, it doesn’t seem like a stretch to assume that once the video is collected, the party responsible for its collection will have an interest in retaining this data for a period of weeks or months at the minimum to be able to search the historical record.\textsuperscript{211} This would give law enforcement, or third parties collecting this data, the ability to track a person’s activity continuously within a surveilled area like a city. When law enforcement uses FRT to track an individual in real-time or search a database of video for a person’s past activity (whether held by a third party or collected by the government), this action should constitute a search and fall under the protection of the Fourth Amendment’s search warrant requirement.

A. Applying the Carpenter Test to FRT

In \textit{Carpenter}, the Court considered a long list of characteristics that influenced its decision to hold that using a cell phone and accompanying CSLI records to track a suspect over an extended period of time violated the Fourth Amendment.\textsuperscript{212} However, the Court highlighted three characteristics in concluding its opinion: (1) “the deeply revealing nature” of the collected information; (2) the information’s “depth, breadth, and comprehensive reach;” and (3) “the inescapable and automatic nature of its collection.”\textsuperscript{213} In addition to this test, the Court expressed that the cell phone being used to track Carpenter was “almost a ‘feature of the human anatomy.’”\textsuperscript{214} By comparing CSLI and FRT and evaluating FRT through the \textit{Carpenter} test, it is clear that tracking an individual using FRT raises the same constitutional concerns that CSLI raised in \textit{Carpenter}.

\begin{itemize}
  \item[i.] Deeply Revealing Nature

  The first factor of the \textit{Carpenter} test focuses on the nature of the information being searched itself, rather than how the information was generated or the method used to collect it.\textsuperscript{215} As professor Paul Ohm notes, this factor of the test protects information only

\begin{itemize}
  \item[208.] Id.
  \item[209.] Id.
  \item[210.] Garvie, \textit{America Under Watch}, supra note 121.
  \item[211.] See generally Lucas Mearian, \textit{CW@50: Data storage goes from $1M to 2 cents per gigabyte}, COMPUTERWORLD (Mar. 23, 2017), https://www.computerworld.com/article/3182207/cw50-data-storage-goes-from-1m-to-2-cents-per-gigabyte.html (detailing the falling cost of data storage).
  \item[213.] Carpenter v. United States, 138 S. Ct. 2206, 2223 (2018).
  \item[214.] \textit{Id.} at 2218 (quoting Riley v. California, 573 U.S. 373, 385 (2014)).
  \item[215.] \textit{Id.} at 2223; Ohm, supra, note 212, at 371.
\end{itemize}
if it is “‘deeply revealing’ of some private quality of the person under surveillance.”

Professor Ohm argues that this factor represents a significant break from previous Fourth Amendment analysis because it centers on the collected information rather than what was done to collect it or prevent its collection. The Carpenter test considers what the collected information reveals rather than the manner in which the information is collected. This shift is preceded by two ideas articulated by precedent: first, that location information ought to be protected because it shows “familial, political, professional, religious, and sexual associations;” and second, that cell phones “hold for many Americans the ‘privacies of life.’”

Location information collected by FRT meets the criteria of the first factor of the Carpenter test. FRT is capable of collecting deeply intimate information about an individual’s life. As discussed above, cameras paired with FRT are currently in use to track Uighurs in all facets of their lives. In Detroit, Michigan, private property owners have the option to purchase cameras that are connected to Detroit’s Project Green Light. These cameras feed directly to the Detroit Police Department for monitoring. Some of the locations participating in the program include schools, churches, and health clinics. Outdoor cameras alone that monitor the exterior of these locations would generate deeply revealing information. Any individual who entered a school, church, or clinic would be recorded and memorialized. Monitoring would reveal persons who entered these places. But consider internal or indoor cameras, as the Green Light program mandates, which would reveal even more. Internal cameras would expose what an individual did inside: whether they stayed in the waiting room of the clinic or received treatment from a care provider; picked up a child from school or voted in an election in the gymnasium; attended worship in the sanctuary or dropped off food at the church’s food pantry. It would all be captured and potentially stored. The information collected by security cameras clearly reveals intimate details of life. FRT threatens to capture and catalog this information to make it more accessible and revealing to law enforcement. For many, our day to day activity reveals the privacies of life. Because the video recorded, cataloged and searchable by FRT, has a “deeply revealing nature,” it meets the first factor of the Carpenter test.

ii. Depth, Breadth, and Comprehensive Reach

The second factor of the Carpenter test centers on the “depth, breadth, and
comprehensive reach” of the information collected. This three-part factor ultimately evaluates the “quantity of information stored.” One way to illustrate this factor is to imagine a spreadsheet or a table of information. The vertical columns represent the different types of information gathered, like the timestamp of when a record was created, the location or where it was created, and who was identified. The horizontal rows would each represent a single record. In Carpenter, a new row was created each time Carpenter’s cell phone connected to a cell tower; the captured information included a timestamp of when a cell phone connected to the nearest cell phone tower (time), the location of that tower (place), and the cell phone number (identity). The greater the volume of the information contained in this spreadsheet—in terms of columns and rows—the greater the protection it deserves from government search.

Depth refers to time; the longer an individual has been tracked, the more records have been generated and the greater the depth of the information collected. In Carpenter, the CSLI in question spanned five years (because the wireless carrier arbitrarily chose a five-year retention policy), but investigators had requested 127 days’ worth of the data. However, in a footnote, the Court observed, “[i]t is sufficient for our purposes today to hold that accessing seven days of CSLI constitutes a Fourth Amendment search.” Although this does not completely clarify the issue of the length of time required to trigger a search, it served as a strong reference point.

Breadth refers to the frequency at which the data is collected. The more frequently datapoints are created, the greater the “breadth” of the data. Both “breadth” and “depth” contribute to the quantity of information that is collected, as the more frequently data is collected, over a longer period of time, the more complete a picture of an individual’s life the data paints.

Comprehensive reach refers to “the number of people tracked in a database.” In Carpenter, the Court observed that “location information is continually logged for all of the 400 million devices in the United States,” and that “this newfound tracking capacity runs against everyone.” “Comprehensive reach” not only means that the data collection indiscriminately affects everyone, but also that it is constantly created, revealing a comprehensive record of an individual’s life.

FRT meets this factor and its subparts. Like CSLI, the nature of the information
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collected by FRT deployed over a wide area camera network is of a sufficient “depth, breadth, and comprehensive reach” to warrant protection from law enforcement. Security cameras capture video constantly, and the limits on storage capacity are vast. This means that camera feeds can be stored permanently and accessed at a later date to be searched for a suspect or target. Thus, there is practically no limit to the “depth” of the information collected. The “breadth” of FRT, while not as complete as CSLI, is sufficient to be protected from search by law enforcement. The frequency with which an individual is identified, or seen, by a camera depends on the saturation of cameras in a certain area. In the cities mentioned above, the frequency of being captured on camera is high. For example, an individual living in New York City who relies on the subway for their daily commute to work would be captured frequently just going about their day. The “comprehensive reach” of FRT is similar to that of CSLI. Like CSLI, FRT is constantly collecting data and indiscriminately captures virtually everyone who walks in front of a camera. If there are cameras everywhere, then FRT enabled tracking could far surpass CSLI tracking—rather than knowing an individual’s general location, the state can see who you were with, what you wore, and what you did in any given place.

iii. Inescapable and Automatic Nature of Its Collection

The third factor of the Carpenter test focuses on the “inescapable and automatic nature of its collection.” This factor considers what an individual did, or did not do, which led to the creation of the data. Inescapability refers to the real-world choices an individual has in creating the data, while “automatic collection” refers to the digital process which creates the data. In Carpenter, “inescapable” referred to an individual’s choice to use or not use a cellphone, while “automatic collection” referred to the digital process that created the data point, like making or receiving a phone call or a cell phone connecting to the nearest cell tower without an affirmative act by the phone’s user. The Court did not see cell phone use in modern-day society as a choice, observing that there are more cell phones in the United States than people and noting that cell phones have become “almost a ‘feature of human anatomy.’”

The final factor of the Carpenter test is met when applied to FRT. Being filmed by a security camera represents an inescapable occurrence in an individual’s life. While an individual may be able to escape being captured on camera by choosing a certain route, using an alternate entrance to a business, or wearing a sombrero, once camera saturation reaches a critical mass, being spotted on camera will become unavoidable. While an individual can choose whether or not to carry a cell phone—though the Court does not see
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this as real choice\textsuperscript{244}—an individual has much less autonomy and control over where cameras are mounted and ways to avoid being seen, scanned, and tracked by FRT. Though our society has come to rely on cell phones, they represent a modern convenience which an individual could reasonably go without and survive. The same choice does not exist when it comes to leaving one’s home to work, eat, or socialize. FRT poses a more inescapable mode of surveillance than CSLI posed in \textit{Carpenter} because cameras are more difficult to avoid than cell phones. FRT, like CSLI, is also automatically collected. The most distinguishable feature between the two is that the data FRT collects may have larger holes than that of CSLI. For example, if an individual is filmed walking into their workplace, there may not be a recording of that individual during working hours while they are in their office. However, despite potential holes in the data generated by FRT, the tracking capabilities are comparable to those of CSLI—inescapable, and automatic.

V. Conclusion

Though the Supreme Court’s holding in \textit{Carpenter} strengthens individual privacy by expanding what constitutes a “search” under the Fourth Amendment, the decision falls short by failing to limit how far into an individual’s past the government can go in accessing personal information generated by other forms of technology. \textit{Carpenter} demonstrates that there are technologies that present such a great erosion—and threat to—individual privacy that they fall under the protection of the Fourth Amendment. The CSLI in \textit{Carpenter} revealed so much about an individual’s life that government access to that information constituted a search. As facial recognition technology deployed over a wide area camera network shares many of the same characteristics as CSLI—though more accurate and more revealing—government access to information generated by FRT should also be considered a search and have Fourth Amendment protection extended to it. Though this expansion of the \textit{Carpenter} holding would not disturb many of the alarming applications of FRT by companies and individuals, nor disturb their ability to share captured video with law enforcement, requiring a warrant to access information generated by FRT would make it more difficult for police to amass a complete record of an individual’s activity. Taylor Swift would retain the right to screen her concerts for stalkers using FRT. However, government law enforcement agents would have an additional check on their powers—“prevent[ing] ‘a too permeating police surveillance.’”\textsuperscript{245}
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