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THE PRESUMPTION AGAINST
EXPENSIVE HEALTH CARE CONSUMPTION

Christopher T. Robertson *

This essay, as part of a symposium in honor of Professor Einer Elhauge, starts with his recognition that, for both epistemic and normative reasons, it remains profoundly difficult to regulate particular uses of medical technologies on the basis of their cost-benefit ratios. Nonetheless, this essay argues in favor of a general regulatory presumption against consumption for the most expensive medical technology usages, which drive most of aggregate healthcare spending. This essay synthesizes twelve facts about the ways in which medical technologies are produced, regulated, studied, and consumed to suggest that it is quite unlikely that the most expensive usages of medical technologies will have benefits exceeding their costs. These considerations include the contingent relationship between research investments and health outcomes, the Food and Drug Administration’s (“FDA”) lack of authority to consider cost-effectiveness, and the prevalence of off-label uses that have no proof of efficacy. Where efficacy is shown, there are problems in scientific research including publication biases, lack of effective randomization and blinding, commercial biases, the use of surrogates for improved health, small demonstrated benefits not enjoyed by most consumers, and the lack of power and time to detect adverse outcomes. There are also market failures because consumers are unable to estimate benefits and have little or no exposure to cost, while their advisors, physicians, have misaligned incentives. Ultimately, aggregate data across time, geography, and experimental conditions shows that much medical spending is along the “flat of the curve,” not delivering commensurate healthcare value. Thus even without particularized rationing decisions, crude regulatory tools that reduce consumption, while preserving choice, are likely to promote rather than hinder welfare.

INTRODUCTION

“[W]e could today easily spend 100% of our GNP on health care without running out of services that would provide some positive health benefit to some patient . . . . [T]radecoffis must be made.”1 In a landmark 1994 article, Einer Elhauge took this problem head on. He rejected simplistic market mechanisms, acknowledging that, “[a]n individu-
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al’s ability to pay should indeed be irrelevant to determining that individual’s access to the minimum of adequate care.” 2 Elhauge argued that we must make a political decision about how much of our social resources to allocate towards health care, but within any health plan, there will remain difficult questions of healthcare allocation, ones that “affect profound matters of life, death, and health.” 3 Accordingly, Elhauge argues that each individual should be allowed to select from a diversity of health insurance plans, each reflecting whatever rationing priorities a group of individuals may prefer. Those rationing policies would be applied by technocrats: “professionals who have the range of diagnostic expertise to evaluate the healthcare needs of plan enrollees.” 4 To avoid gaming of these choices, Elhauge suggests theories of consent that would allow policymakers to bind individuals to the plans they chose ex ante.

Twenty years later, the profoundly difficult questions about allocation of healthcare remain. However, the envisioned diversity of health plans has not arisen to allow self-clustering of beneficiaries around chosen rationing rules. Instead, we find ourselves muddling along in large insurance pools, provided by governments or employers to people who have been exogenously clustered by contingencies of geography and firm organization. These public and private insurers have largely punted on the rationing imperative, and now pay for all sorts of high-cost treatments with little or no proven efficacy, and without any serious concern for cost-effectiveness as such. 5 In America, market forces, along with policymakers and courts, still reject the notion that insurers, physicians, or the government should ration on our behalf. 6

In a 1996 article, Elhauge presciently diagnosed this difficulty of breaking the healthcare system out of this “absolutist imperative that encourages the provision of all medical care having positive net health benefits regardless of cost.” 7 Elhauge worried

2. Id. at 1455.
3. Id. at 1453.
4. Id.

In the 1990s, the then Agency for Health Care Policy and Research funded a study of the management of back pain and found that much back surgery was unnecessary. The response was not a move to less expensive (and more effective) treatment options but rather intense lobbying by vested interests and ultimately, a move to reduce funding for the Agency.

See also Stephen S. Hall, The Cost of Living, N.Y. MAGAZINE, (Oct. 21, 2013), nymag.com/news/features/cancer-drugs-2013-10/#print (describing how the formulary committee for Sloan-Kettering hospital recently decided, for the first time ever, not to provide a drug, because of its price).


that this form of healthcare financing incentivizes the production of “innovations that marginally improve medical outcomes despite great cost.” Although policymakers could try to screen these low-value technologies from reaching the market, Elhauge wisely “doubt[ed]” that “regulation can do much about the cost escalation problem. The technology we get reflects the incentive structure for using it.” Elhauge explained that the task of regulating particular medical technologies—to distinguish between the worthwhile and the wasteful—founded on normative and epistemic problems.

Epistemically, regulators often lack the rigorous scientific information that would be necessary to quantify the causal benefits of medical technologies. Elhauge explains that such regulators “face enormous technical problems” as the costs and benefits “vary with output and regions, among individuals and across time. No centralized regulator could possibly implement regulations that effectively adjust for all these factors and shift quickly with time and region as the factors change.”

Normatively, even assuming a regulator could reliably identify the marginal benefits of a medical technology in a particular use, she still must assess whether the health benefits are worth the price. That task requires her to put a dollar value on an extra few days of life, or on sight versus blindness. Although routinely done in other countries, these questions require “value judgments that are not susceptible to objective scientific determination.”

For example, consider the thirteen new cancer drugs approved in 2012. Twelve of them “were priced above $100,000 annually.” When used for the FDA-approved condition, only one of these drugs “provides survival gains that last more than 2 months,” when tested in the carefully-constructed clinical trial setting. Scholars have thus estimated that these drugs cost about $33,500 for each additional month lived. Even with these facts stipulated, and the sense of aghast that many infect some readers, it is still difficult to say that these are such bad tradeoffs that regulators should ban them and insurers should refuse to pay for them (binary decisions to allow or disallow the technology). But even worse, when these new drugs are used off-label, as is frequently common in the

1525, 1526 (1996).
8. Id.
9. Id.
10. Id. at 1530. Similarly, see Adam G. Elshaug, J. Michael McWilliams, & Bruce E. Landon, The Value of Low-Value Lists, 309 J. AM. MED. Ass’n 775, 775 (2013) (discussing patient heterogeneity as an obstacle to cost-benefit evaluation).
11. Elhauge, supra note 7, at 1529.
13. Id.
14. Camille Abboud et al., The Price of Drugs for Chronic Myeloid Leukemia (CML) is a Reflection of the Unsustainable Prices of Cancer Drugs: From the Perspective of a Large Group of CML Experts, BLOOD (Apr. 25, 2013), http://bloodjournal.hematologylibrary.org/content/early/2013/04/23/blood-2013-05-490003.full.pdf (“[f]or example, in pancreatic cancer, where the median survival is 6 months, a new drug that may prolong survival by 2 months, and is priced at $100,000 per year, will cost $67,000 over 8 months survived, or $33,500 per additional month lived, equivalent to $400,000 per additional year lived.”).
oncology sector, the tradeoff will be even more uncertain, since the benefits are unknown.

Sophisticated economic methods continue to be refined in hopes of somehow bridging the normative-empirical divide, at least when the tangible health benefits can be identified. However, it remains to be seen whether such methods could ever have the reliability, validity, and perceived legitimacy to justify such binary forms of rationing regulation.

**GENERALIZED REGULATORY PRESUMPTIONS AS A WAY FORWARD**

Instead of trying to ration particular uses of particular technologies for particular patients, regulators and insurers may turn to other mechanisms that work more generally to reduce consumption. For example, policymakers may seek to regulate the ways that the pharmaceutical and medical device industries interact with physicians, proscribing certain sales pitches or economic relationships that drive consumption of medical technologies. Or, policymakers may modify insurance reimbursements in ways that give providers or patients incentives to decline certain medical technologies that they otherwise might consume. In other work, I have suggested novel mechanisms for doing so.

To the extent that these sorts of policy interventions preserve patients’ access to and choices about medical technologies, these policy levers may be more feasible in the market and politics than binary rationing policies. The aversion to binary rationing may, moreover, reflect bona fide individual preferences. Individuals may rationally prefer to have access to medical technologies, which they in fact later decline to actually consume. This is the option-value of health insurance.

While these sorts of policies may work to reduce wasteful consumption, they are admittedly crude and are not tailored to individual patients consuming particular treatments for particular purposes (since we lack the normative and epistemic basis for narrower tailoring). The policies will thus reduce consumption of some high-value medical technologies, along with the low-value uses being targeted. Accordingly, there are paternalist concerns that such policies harm the welfare of individual patients. Similarly, there are utilitarian concerns that such reforms may actually setback aggregate social welfare. The problem with these paternalist and welfarist critiques is the same one that

16. See e.g., Emma McIntosh, Cam Donaldson & Mandy Ryan, *Recent Advances in the Methods of Cost-Benefit Analysis in Healthcare, 15 PHARMACOECONOMICS* 357 (1999) (reviewing new methods of assessing benefits, including willingness to pay (WTP) and conjoint analysis, and arguing that the “balance sheet” approach to cost-benefit analysis allows alternative ways of assessing benefit, rather than simple monetization).
18. See generally Robertson *supra* note 5; Christopher T. Robertson, *Scaling Cost-Sharing to Wages, 14 YALE J. HEALTH POLICY L. & ETHICS* (forthcoming 2014) [hereinafter “Robertson, Scaling Cost-Sharing to Wages”].
19. See Elhauge, *supra* note 1, at 1480 ("paternalism, perhaps most accurately explains what actually motivates policymakers to refuse to simply redistribute cash: the poor, many believe, would irrationally spend money on the wrong things."); see also Robertson, *supra* note 17 [discussing judicial concerns that restrictions on off-label marketing will be deleterious to patients].
motivates these more generalized policy efforts: we just do not know whether a particular use of a medical technology will promote or set back individual and aggregate social welfare. Such objections can be paralyzing.

There is a way forward. Sometimes belief in general propositions is more warrant-
ed than belief in particular propositions, and this may be true even when a particular proposition is a member of the set of propositions that would be covered by the general proposition. Such generalized knowledge may then justify probabilistic knowledge about the specific propositions nonetheless. The courts use such a form of reasoning in res ipa loquitur cases, where specific proof of breach is unavailable, but the plaintiff appeals to a generalized belief that this sort of accident is unlikely to occur in the absence of negligence. When that predicate has been laid, courts then shift the burden to the defendant to give more particularized evidence showing non-negligence.

For a more generalizable example of such reasoning, suppose that I need to decide whether a person named Costa is taller than one named Beneficia. I could invest in a tape measure and hire someone to find Costa and Beneficia and then measure each of them. If successful, such a procedure would give me a particularized knowledge with confidence nearing 100% (barring only fraud and incompetent measurements). But such a measurement procedure may or may not be economically worthwhile, normatively acceptable, or practically feasible. Perhaps Beneficia is hiding in distant country and refuses to be measured, even if found. How else might I proceed? Suppose I also know that Costa is a man and Beneficia is a woman, and have general knowledge that men tend to be taller than women. Even without any further information, I could then infer something about the pairwise relation, a particular proposition that Costa is taller than Beneficia. Of course, the amount of variance, the closeness of the medians, and the direction and size of any skew, would impact the confidence in the proposition that Costa is taller than Beneficia in the distributions.

Now, suppose that I actually measure Costa and learn that he is in the top 5% of all men in terms of height. While that fact tells me nothing about women or about Beneficia in particular, it does tell me something about the particular pairwise comparison: the likelihood that Costa is taller than Beneficia. That fact increases my confidence that Costa is taller than Beneficia, since I have reduced (or perhaps even eliminated) the overlap between the two remaining distributions (the left-censored distribution of the tallest men versus the distribution of all women). With only this knowledge about the underlying distributions of men and women, and Costa’s position within the male distribution, I can


22. Judge Posner has criticized reliance on a similar form of statistical reasoning, when the proponent “does not show that it was infeasible for him to obtain any additional evidence” that could provide particularized proof. See Howard v. Wal-Mart Stores, Inc., 160 F.3d 358 (7th Cir. 1998) (drawing on the famous example of an injury caused by a bus in a town where the defendant owns fifty-one percent of the buses).

23. Not knowing anything about Costa and Beneficia in particular, then I am left to assume that their height is a random variable, with a probability at each possible height given by the known distribution of heights. This inference would be inductive, not deductive. This form of argument is known as the “statistical syllogism,” though the use of the term “syllogism” may be controversial, since it may suggest deductive certainty. See Carl G. Hempel, Inductive Inconsistencies, 12 Synthese 439 (1960) (discussing the logical properties of this form of argument).
make a warranted presumption that Costa is in fact taller than Beneficia, with nearly 100% confidence.

One could call this warranted belief “knowledge”, though the term may fail to remind users that knowledge is defeasible. Instead, I call this a “presumption” to emphasize that I have still lack particularized evidence about Beneficia, and thus to hold open the possibility that the belief may be falsified if such evidence were produced. Still, given that I have near 100% confidence, I might find it unreasonable to invest in finding and persuading Beneficia to actually measure her. Instead I might invite anyone who seeks to dissuade me to make that investment themselves. In this way, I might allocate a burden of persuasion.

The net value of medical technologies can be analyzed similarly. Rather than comparing male heights to female heights, we instead attempt to determine the costs of medical technologies versus their benefits. For each of these variables, we imagine a distribution including every potential use of every technology. There are highly beneficial uses of technologies and completely useless ones. There are very expensive technologies and extremely cheap ones. Of course each particular cost is linked to a particular benefit, tied by a particular technology used for a particular patient for a particular purpose (similarly you could imagine a height dataset limited to pairs of husbands and wives). The general correlation between these points is unknown, but we are aware of very cheap technologies (e.g., aspirin) that have been shown to have large benefits (e.g., cardioprotection), and very expensive technologies (e.g., Avastin) that have been shown to have no benefit (e.g., for breast cancer survival). 24

So, to evaluate the cost-effectiveness of any particular technology used for any particular patient with a particular disease at a particular point in time, we could invest in trying to find its place on each distribution, and then compare them. As it happens, it is relatively easy for policymakers to assess the costs of medical technologies, since the producers and providers of these medical technologies put prices upon them and the policymakers pay those bills. 25 Of course, beyond the price, there are other important and sizeable costs that are more difficult to identify and quantify, such as the side effects of taking a drug, and the opportunity cost of taking a new drug versus a standard-of-care drug that may have greater efficacy. But actual prices paid provide a readily accessible lower bound on the cost of a treatment.

Like the supposed difficulty of measuring Beneficia’s height, the quantification task is profoundly difficult for the benefits of medical technologies, for the reasons Elhauge identifies. 26 Nonetheless, we may be able to make generalized claims about how the two distributions are shaped and related, which will allow less confident but still warranted inferences about likely pairwise comparisons, between known costs and likely benefits. As such, even while lacking particularized information about benefits of particular medical technologies used for individual patients for specific treatments, this form of inference allows us to assess the likelihood that a policy intervention that attempts to

24. See discussion infra notes 53-58 and accompanying text.
26. See supra Part I.
reduce consumption of these most expensive treatments will overall harm individual patients or setback aggregate social welfare. We can make such inferences even if we know absolutely nothing about the benefits of a particular use of a particular medical technology.

Our inferences will be stronger if we limit our comparisons to the tail of one of the distributions, as we did by measuring Costa and finding that he was one of the tallest men. In this domain it is quite effective for policymakers to target the top 5% of medical technologies by price (i.e., the 95th percentile), since healthcare spending is very highly concentrated. In a given year, the top 5% of individuals (who spend about $50,000 on average on healthcare) account for half of all healthcare spending. So, if policymakers somehow discouraged consumption of the most expensive medical technologies, they could make a sizeable impact on aggregate healthcare spending.

Using this method, as shown in Figure 1 Panel A, we can make confident inferences that uses of medical technologies in that sector of the top 5% of costliest technologies are unlikely to have exceeding benefits. Like height for any pair of men and women, this Figure supposes a common scale (e.g., dollars) for assessing costs and benefits, but there are two distributions because the two amounts may not be correlated for any particular drug. Still, it must be conceded that we do not know the shape or position of the distribution of benefits in the way that we know the distribution of heights for women. Thus our conclusions in the domain of costs and benefits will be more tentative, than our conclusions about height.

It is possible that the costs distribution is shifted to the right of the benefits distribution, as shown in Panel A. Alternatively, Panel B concedes, arguendo, that the benefits may generally outweigh the costs (depicted by its shift to the right). Even then, Panel B shows how the top 5% of most expensive drugs are likely to have costs that are greater than the likely benefits. This would be analogous to the claim that a woman who is in the top 5% of all women’s heights is taller than a man with unknown height.

---

Figure 1—Hypothesized distributions of costs and benefits of medical technologies.

**Panel A**
- Benefits
- Costs

**Panel B**
- Costs
- Benefits

Note: Any particular use of a product will have a point on each distribution, and cost-benefit analysis seeks to compare them. To a policymaker, the cost is often known, but particular benefit often unknown, and thus the propensity for being at any point on the benefit distribution is averaged. The plot illustrates the unlikelihood that the known costs of any one of the top 5% of most expensive technologies will exceed its unknown benefits. This presumption holds even if one assumes that benefits generally exceed costs (i.e., the right-shift of the benefits distribution shown in Panel B). A greater shift or a strong correlation between costs and benefits across products would undermine this presumption.

**WHY A PREASSUMPTION AGAINST CONSUMPTION IS WARRANTED**

Now that the strategy for defending a presumption against consumption has been laid bare, it remains incumbent to provide the predicate facts about the cost and benefit distributions, which would support the inference that the costs of the most expensive medical technologies are likely to exceed their benefits. Let me specify some falsification criteria for this generalized probability thesis, which will then become the targets of the remainder of this essay. Belief would be unwarranted if, as a matter of fact, the aggregate distribution of the benefits of particular uses of medical technologies were on the whole much greater than the aggregate distribution of costs. In this world, the right-shift hypothesized in Figure 2, Panel B would be even greater than that shown, thereby reducing overlap. Similarly, if the benefits were right-skewed or the costs left-skewed (rather than the normal distributions shown in both Panels of Figure 2), the presumption against consumption would be unwarranted. Finally, if there were a strong correlation between costs and benefits for individual uses of medical technologies (so that the most expensive ones also tended to have the greatest benefits, so that referring to the top 5% of costs would correlate with the top 5% of benefits), then this hypothesis would be falsified.28

---

28. There is some evidence produced by the pharmaceutical industry that prices do track benefits. See Z. John Lu & William S. Comanor, Strategic Pricing of New Pharmaceuticals, 80 REV. OF ECON. & STAT.
Although I have tried to be quite precise about how such generalized arguments can generate probabilistic knowledge, the remainder of the essay will draw on various sorts of indirect, imprecise, and informal evidence to characterize in a more synthetic way the cost and benefit distributions and the relationship between them. Ultimately, I need only show that the relationship shown in either of the Panels in Figure 2 is about right. There are a dozen reasons to suspect that the falsification criteria are unmet, including: the disconnect between research investments and health outcomes, the FDA’s lack of authority to consider cost-effectiveness, and the prevalence of off-label uses and the lack of supporting evidence therefore. There are also problems in scientific research including publication biases, lack of effective randomization and blinding, commercial biases, the use of proxies for efficacy, small demonstrated benefits not enjoyed by most consumers, and the lack of power to detect adverse outcomes. There are also market failures because consumers are unable to perceive value and have little or no exposure to cost, while their advisors, physicians, have misaligned incentives. Ultimately, aggregate data across time, geography, and experimental conditions shows that much medical spending is on the “flat of the curve,” not delivering commensurate healthcare value.

First, let us begin with the most common refrain: “[e]very time there is a public debate about drug prices, the pharmaceutical industry replies . . . [that] [t]he cost of bringing a new drug to market is enormous—$1.3 billion per drug, according to one often-cited (but often-contested) academic study.” A similar story could be told for other expensive medical technologies, such as devices. Prior research has shown that very little of industry spending is actually directed towards the discovery of new products, and much more is directed to marketing. Regardless, one can concede the high costs and grant that industry may rationally seek to defray such costs by charging high prices, but those concessions say nothing about whether it is rational for anyone to consume the product at the demanded price. That question, instead, turns on the likely benefits compared to available alternatives. Likewise, an explorer may invest a fortune to find the world’s largest emerald, but once the emerald is found, its value will be determined by comparing its size and quality to the next best emerald. Its price cannot be justified by the sunk costs to find it. The United States government already subsidizes the development of medical technologies in many ways; purchasing high-cost low-value products is a poor way to provide a subsidy, since it incentivizes the wrong products. Thus, the consumption question must remain focused on the relationship of costs to payers and benefits to patients, at the point of consumption.

Second, it would be attractive for policymakers to defer to decisions of an expert agency, such as the FDA, as a proxy for determining whether consumption of medical technologies is worthwhile. Accordingly, one might suppose that the mere fact that an

29. Hall, supra note 5, at 3.
30. Donald W. Light & Joel R. Lexchin, Pharmaceutical Research and Development—What Do We Get for All That Money? BMJ, at 2 (2012), www.pharmamythos.net/files/BMJ-1mova_ARTICLE_8-11-12.pdf (finding that the pharmaceutical industry spends only 1.3 percent of revenues, net of taxpayer subsidies, to discovering new molecules, and that they spend nineteen times more than that on promotion).
expensive medical technology has entered the market, garnering the approval of the FDA, suggests that its benefits exceed its costs. That supposition would be unfounded. Initially, it is worth noting the real possibility that agency capture has corrupted the agency’s decisions on the margins, causing it to err on the side of approving drugs that may actually have more dangers than benefits.\textsuperscript{32} Even if the FDA were perfectly functioning, the more fundamental problem is that the FDA statute does not authorize it to consider costs at all.\textsuperscript{33} The FDA requires only that manufacturers prove minimal effectiveness compared to a placebo, which is to say that the product is better than nothing.\textsuperscript{34} Even when proven efficacious compared to a placebo, there are often no studies comparing the new medical technologies to cheaper, standard treatments, and thus we cannot say whether they have marginal benefits to justify their higher costs.\textsuperscript{35} And for medical devices, the FDA’s scrutiny is even lighter. For example, for seventy-eight “high-risk” cardiovascular devices that the FDA approved between 2000 and 2007, less than one third had been subjected to a randomized trial, and only 5\% had undergone two or more blinded randomized studies.\textsuperscript{36} Once a device has been approved, manufacturers can then get FDA approval for newer versions of the device, without data to prove that the new design is safe or effective.\textsuperscript{37}

Even more, the FDA statute also allows physicians to prescribe drugs and devices “off-label” for other, unapproved diseases and conditions without any proof or FDA review of efficacy.\textsuperscript{38} Thus, for many uses of medical technology, there is no FDA review

\textsuperscript{32} See Donald W. Light, Joel Lexchin & Jonathan J. Darrow, Institutional Corruption of Pharmaceuticals and the Myth of Safe and Effective Drugs, 14 J. L. MED. & ETHICS 590, 597 (2013) (discussing “a 15-month investigation by the Committee on Government Reform of the U.S. House of Representatives found ‘[a] growing laxity in FDA’s surveillance and enforcement procedures, a dangerous decline in regulatory vigilance, and an obvious unwillingness to move forward even on claims from its own field officers.’” See id. (quoting Henry A. Waxman, Prescription for Harm: The Decline in FDA Enforcement Activity, COMM. ON OVERSIGHT AND GOVT’ REFORM [June 26, 2006], http://oversightarchive.waxman.house.gov/story.asp?id=1074).


\textsuperscript{35} See generally Agency Information Collection Activities; Proposed Collection; Comment Request; Experimental Study of Comparative Direct-to-Consumer Advertising, 76 Fed. Reg. 38663-01, 38664 (July 1, 2011) (noting that “few head-to-head clinical trials have been conducted”). See Nicholas S. Downing, et al., Clinical Trial Evidence Supporting FDA Approval of Novel Therapeutic Agents, 2005-2012, 311 J. AM. MED. ASS’N 368, 374 (2014) (‘comparison of an intervention with an active control was available for less than half of indications.’).

\textsuperscript{36} See generally Sanket S. Dhruba, Lisa A. Bero & Rita F. Redberg, Strength of Study Evidence Examined by the FDA in Premarket Approval of Cardiovascular Devices, 302 J. AM. MED. ASS’N 2679 (2009).


\textsuperscript{38} See 21 U.S.C. § 396 (2009) (‘Nothing in this Act shall be construed to limit or interfere with the authority of a health care practitioner to prescribe or administer any legally marketed device to a patient for any condition or disease within a legitimate health care practitioner-patient relationship.’); Buckman
of the efficacy and risks of physician’s intended use. The FDA thus cannot reassure that the benefits distribution is far to the right of the costs distribution.

Third, one might suppose that scientific testing has shown important benefits for expensive medical technologies. Yet, many uses of medical technologies are altogether lacking in any evidentiary basis. A 2006 study found that twenty-one percent of all prescriptions written in the United States are for off-label uses, and that most of these had “little or no scientific support.”39 Off-label, unsupported use is particularly common in high-cost domains such as oncology and cardiology. For example, surgeons implant more than one million heart stents each year, at a cost of $30,000 to $100,000 each.40 But, more often than not, these stents are used off-label, in settings where they have not been proven at all effective.41 Indeed, a large randomized, controlled trial demonstrated that patients who received stents off-label would have fared just as well on a much cheaper (and safer) regimen of drugs.42 More broadly, the Congressional Budget Office (“CBO”) has concluded that, “[a]lthough estimates vary, some experts believe that less than half of all medical care is based on or supported by adequate evidence about its effectiveness.”43 A recent review of every article published in the New England Journal of Medicine for a decade found that when randomized trials were utilized to test the efficacy of commonly used medical procedures, they failed more often than passed.44

Fourth, concededly, there is a domain of healthcare consumption that is supported by the peer reviewed scientific literature, and in this domain one might have greater hope that the benefits of a medical technology will exceed the costs, since benefits are at least proven to exist. Yet, these estimates of efficacy have significant problems.

Publication bias is rampant. Due to random variation (including sampling error), some studies will overestimate the true effects and other studies will underestimate the true effects. Confidence intervals and p-values are supposed to help readers differentiate between spurious and real effects. But there is a larger selection bias in the known studies. When a scientific study shows that a medical technology is not effective, the funders and authors may decline to submit it for publication. Even if submitted, for studies of

---


40. While the cost of a stent can vary between $1,000 and $4,000, the average cost of a stent procedure can vary from $30,000 to $100,000. See David Rosenfeld, Is American Medicine Too Stent Happy?, PAC STANDARD (Apr. 17, 2010), http://psmag.com/health/is-american-medicine-too-stent-happy-12861.

41. Huit K. Win et al., Clinical Outcomes and Stent Thrombosis Following Off-Label Use of Drug-Eluting Stents, 297 J. AM. MED. ASS’N 1503, 1503 (2007) (finding that of the 3,323 patients enrolled in the study who had received stents, 54.7 percent had at least one off-label characteristic).

42. See William E. Boden et al., Optimal Medical Therapy with or without PCI for Stable Coronary Disease, 356 NEW ENGL. J. MED. 1503, 1503 (2007).


new drugs and devices that are not yet widely used, journal editors tend to prefer studies that show significant results. Thus, for a physician or policymaker to evaluate the efficacy of a medical technology one must imagine a bell-shaped distribution of scientific results, from which we only get to see a hand-picked sample of those that purport to show the greatest efficacy. This means that published research systematically overestimates effect size.\textsuperscript{47} When publication bias is taken into account, the proven efficacy of medical technologies sometimes disappears altogether.\textsuperscript{48} Unfortunately, these sorts of adjustments are not routinely made.

Fifth, medical efficacy tends to be overestimated for another reason: lack of random assignment and either lack of blinding or ineffective blinding, in the underlying studies. The gold standard for scientific research is the double-blinded randomized placebo-controlled study, since it prevents the participants, the treaters, and the raters from self-selecting into the treatment arm of the study and from then overestimating the benefits of the treatment. Yet, a huge portion of the scientific literature is based on un-blinded non-randomized studies, rather than in randomized placebo-controlled trials. This dynamic is especially common for exploring the claimed efficacy of medical devices, where it seems infeasible to undertake sham surgeries to implant such devices.\textsuperscript{37} In a 2012 study of trials in a variety of disease areas that had both blinded and non-blinded outcome assessors, Hróbjartsson and colleagues estimated the size of the bias due to lack of blinding, and found a median shift in the odds ratio towards efficacy by about 36 \%.\textsuperscript{48} Disconcertingly, this shift was larger than the proven effect size for most of the treatments tested. Here again efficacy disappears when bias is properly accounted for.

Sixth, the biomedical scientific literature also overestimates efficacy because the drug and device industry is itself the funder and designers of the vast majority of the scientific trials of its own products.\textsuperscript{49} This funding mechanism means that the drug and device industry sets the scientific agenda, de-prioritizing the study of unpatented medical technologies and other non-technology interventions, which may deliver greater value. Even for the studies the industry does run, Judge Jack Weinstein writes that, “The pervasive commercial bias found in today’s research laboratories means studies are often lacking in essential objectivity, with the potential for misinformation, skewed results, or cover-ups.”\textsuperscript{50} Similarly, an Institute of Medicine report concluded that “[s]everal systematic reviews and other studies provide substantial evidence that clinical trials with industry ties are more likely to have results that favor industry.”\textsuperscript{51} It is possible, of course, that

\begin{itemize}
\item \textsuperscript{45} David M. Lane & William P. Dunlap, \textit{Estimating effect size: Bias resulting from the significance criterion in editorial decisions}, 31 BRIT. J. MATHEMATICAL STATIST. PSYCHOL. 107 (1978).
\item \textsuperscript{46} See Sue Duvaland & Richard Tweedie, \textit{Trim and Fill: A Simple Funnel-Plot–Based Method of Testing and Adjusting for Publication Bias in Meta-Analysis}, 56 BIOMETRICS 455, 461 (2000) (showing such an example for anti-malaria drugs).
\item \textsuperscript{47} See Dhrueva et al., supra note 36.
\item \textsuperscript{48} Asbjørn Hróbjartsson et al., \textit{Observer bias in randomized clinical trials with binary outcomes: Systematic review of trials with both blinded and non-blinded assessors}, 333 BRIT. MED. J. 231 (2012).
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independently-funded trials actually underestimate the benefits, but it seems more plausible to suppose that industry trials over-estimate the benefits, due to self-interested decision-making about how to design, conduct, analyze, discuss, and publish the research study.

Seventh, some drugs are “proven effective” only because they promote certain outcomes that are thought to be surrogates for mortality and morbidity, even if those health outcomes cannot be proven directly. Thus proof of efficacy may not actually mean proof of any real benefit to patients. Avastin, for example, costs $88,000 per treatment, and received accelerated approval for breast cancer in 2008. The approval was based on two unblinded studies that showed reduced tumor growth but “no evidence of an effect on overall survival or improved symptoms.” Subsequent double-blinded studies failed to replicate the early findings. Notwithstanding continued widespread use of the drug by oncologists, in 2011, the FDA commissioner revoked Avastin’s approved labeling as a treatment for breast cancer, noting that its side effects presented very real dangers to patients (including a risk of death) not balanced by a proven health benefit. The drug continues to be prescribed and reimbursed by public and private insurers.

Eighth, even after one adjusts for publication bias, unblinding, and industry influence, and finds proof of efficacy for a real health outcome, it must be understood in relative terms. Efficacy is only proven on the margin, and those marginal benefits may be quite small in the real world. Even with an important outcome like survival, the marginal benefits may be small—measured in terms of weeks or months. Indeed, many, or even most of those using the medical technology will get no benefit whatsoever. Imagine a drug that shifts two-month survival from 10% of patients on placebo to 20% of patients taking the drug. That doubling of the survival rate would be a sizeable effect, and could be expressed as a large odds ratio with statistical significance. However, that outcome also means that for every ten patients that consume the drug, eight would have died regardless, and one would have survived regardless. Only one out of ten received a benefit on the margin; the remaining 90% paid the costs and suffered the side effects, without
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58. It is important to distinguish between statistical significance and effect size. See Jonathan J. Darrow, Crowdsourcing Clinical Trials, 98 MINN. LAW REV (forthcoming 2014) (“The absence of substantial efficacy for newly FDA-approved drugs is entirely legal under United States law, which requires only that the evidence of efficacy be substantial.”).

59. See Abboud, supra note 14 (discussing the “minor” benefits of cancer drugs).
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any benefit. This concept can be expressed by calculating the “number needed to treat” (“NNT”) one patient. It is quite common for medical technologies to have NNT scores above five, which means that less than one out of every five patients will benefit, and quite rare to have an NNT less than two, which would mean that most patients receive a benefit from consuming the medical technology.

Ninth, the most expensive medical technologies are often also the newest ones on the market, since they purport to be an advance on older treatments. And the newest ones are the ones that the FDA, scientists, and physicians know the least about. Clinical trials are typically designed with enough statistical power and a long enough period of follow-up to detect potential clinical benefits, but are not able to detect rare but severe adverse events, like death (which must be considered in any cost-benefit analysis). The median “pivotal” clinical trial that the FDA uses to approve a drug has 446 patients taking the drug for about 14 weeks. Jonathan Darrow has thus argued that prescribing of newly released drugs is tantamount to human subjects research, without the informed consent of the patients. It is hard to forget Vioxx (rofecoxib), the pain medicine launched that is estimated to have caused the deaths of nearly 28,000 people in the five years before it was removed from the market. About one in every twenty-five new drugs is removed from the market as being simply too dangerous. Most of these recalls happen within the first few years on the market. It is ironic that older, cheaper drugs that have survived this gauntlet thus tend to be safer than the newer, expensive drugs, whose risk profile is poorly understood.

Tenth, one must consider whether “[t]he market, in its own way, provides information about individual preferences. When people decide to buy or not to buy, or to offer for sale or not offer for sale, they indicate what things are worth to them.” On this perspective—something like the efficient market hypothesis proposed to understand the stock market—the consumer is presumed to be making value-enhancing trades between money and healthcare. In reality, we know that the market for medical technologies is far
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from efficient. Public or private insurance covers most of the consumption choices, which creates “moral hazard,” a problem where the decision maker internalizes the benefits but externalizes the costs.\textsuperscript{70} The largest such insurer, Medicare, is prohibited by law from negotiating with the providers of medical technologies, and the “absolutist imperative” to cover all “medically necessary care” prevents insurers from negotiating very much.\textsuperscript{71} Copays do cause patients to consider a small fraction of the costs, which they must pay out of pocket. However, copays are largely irrelevant in the domain of the highest cost medical technologies, since:

Roughly 77\% of full-time employees of medium and large establishments enrolled in non-HMO plans have maximum out-of-pocket limits less than US$2000 per individual and the most common coinsurance rate is 20\% . . . . Thus, individuals with more than US$10,000 in total costs will face no cost sharing at the margin.\textsuperscript{72}

As Timothy Jost explains, “[o]nce consumers reach the limits of the deductible, they have little reason to limit their consumption of health care or to pay attention to its price.”\textsuperscript{73}

While patients are largely insulated from the costs of medical technologies, they are also poor judges of the benefits. In one study of actual patients receiving chemotherapy for their terminal lung and colorectal cancers, the vast majority of them were under the misconception that the chemotherapy could be curative.\textsuperscript{74} Other studies have shown that most consumers overestimate drug efficacy by a factor of ten or more.\textsuperscript{75} Such rampant inaccuracies may be due to optimism bias, combined with the difficulty of understanding highly technical information.\textsuperscript{76}

Eleventh, one might suppose that the benefits of medical technologies will exceed their costs because physicians stand as expert gatekeepers, in a distributed system of regulation. While one might have reason to hope that physicians do not make such severe errors in estimating benefits as patients, it bears emphasis that the scientific basis for
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\end{flushright}
their decisions is severely constrained, as discussed in points #2-#9 above. Further, the physicians are largely insulated from costs, and cannot be taken to be making cost-benefit tradeoffs. If anything, physician decisions are biased towards costly procedures, given our fee-for-service healthcare finance system, physician self-referrals, and financial relationships with industry, which have all been shown to bias professional judgment. In high-costs fields like oncology and surgery, the incentives to provide high-cost care are particularly stark, since the physician who recommends the care will often be paid to provide it. In fields like cardiology, hematology, oncology, and urology, about half of the physicians also take money directly from the drug and device industries.

Twelfth and finally, one might look to the aggregate data about health spending, to see whether more of it drives beneficial health outcomes. For this purpose, one can examine geographic variation across countries and across regions within the United States, variations across time, and variations between conditions in experimental research.

Geographically, the United States spends twenty to thirty percent more per capita than countries with excellent health care systems and similarly aging and equally or more healthy populations, such as France and Germany. As Ezekiel Emanuel writes, “[t]he truth is, the United States is not getting 20 or 30 percent better health care or results than other countries.” Within the United States, from one region to another, there are also large disparities in the amount spent on health care, which cannot be explained by demographic factors and which do not seem to result in improved health. Areas with double, or even triple, the amount of spending per patient do not show better outcomes as a result. This phenomenon has been called “flat of the curve medicine,” because increases in spending do not lead to improved health outcomes.

Across several decades, Peter Bach has compiled and plotted the prices of new
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cancer drugs upon their date of market entry, adjusting for inflation. In real dollars, new drugs are hundreds of times more expensive than new drugs were in the 1980s. More specifically, Deborah Schrag has examined the important changes in the treatments available for colorectal cancer that emerged between the early 1990s and 2002. Although still failing to cure for the disease, the new drug therapies nearly doubled the median duration of survival, from twelve months to twenty-one months. This is a success. However, Schrag explains that, “[t]he near-doubling of the median survival achieved over the past decade has been accompanied by a staggering 340-fold increase in drug costs—just for the initial eight weeks of treatment.” Without purporting to put a price on those additional nine months of survival, one can observe that the growth lines of cost and benefits are not parallel, and thus get a sense that the distribution of overall costs may be moving to the right of overall benefits. Likewise, consider aggregate data from Canada in a decade when spending on drugs more than doubled. A regulatory board appraised the value of 1,147 new drugs introduced during that time: “Of these new drugs, 68 (5.9%) met the regulatory criterion of being a breakthrough drug ("the first drug to treat effectively a particular illness or which provides a substantial improvement over existing drug products"). The remaining 1005 new drugs did not provide a ‘substantial improvement over existing drug products.’” The authors concluded that “most (80%) of the increase in drug expenditure between 1996 and 2003 was explained by the use of new, patented drug products that did not offer substantial improvements on less expensive alternatives available before 1990.”

Field experiments tell a similar story. In the well-known RAND Health Insurance Experiment, individuals were randomized into conditions with larger or smaller cost-sharing obligations. The research found that larger cost-sharing obligations reduced health spending, without negatively impacting the health of the median participant. Another randomized experiment assigned a group to receive Medicaid benefits and “showed that Medicaid coverage generated no significant improvements in measured physical health outcomes in the first 2 years, but it did increase the use of health services[.]” Although these studies are not focused on the most expensive instances of healthcare consumption, they do undermine any conception that more healthcare consumption necessarily yields more health.

Together these macro-level observations across geography, across time, and in
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field experiments suggest that the cost distribution for medical technologies may actually be shifted to the right of the benefits distribution (as in Panel A of Figure 2), since we are seeing marginal increases in costs not leading to improvements in health benefits. Still, it is possible that some costly procedures provide other non-health benefits (e.g., pain relief) that are lost in these large-scale observational studies, which focus on observable mortality and morbidity statistics.94

CONCLUSIONS

Since we have not yet resolved the profoundly difficult questions about rationing that Elhauge identified twenty years ago, we remain stuck in the absolutist imperative to provide patients with access to expensive medical technologies that may have little or no real benefits. Instead of using such overt binary rationing mechanisms, however, we can adopt, as a matter of regulatory policy and insurance design, a generalized presumption against healthcare consumption, at least in the domain of the most expensive outliers. The dozen considerations limned herein make it seem unlikely that the benefits of the most expensive medical technologies will usually exceed their costs. Policymakers can use incentives, nudges, and other policies to discourage consumption of, even while preserving choice and access to, these technologies. Such defeasible policies thereby remain open to the inevitable counter-examples of expensive treatments that are highly beneficial, when proponents can meet that burden of particularized persuasion.95

The foregoing considerations have mostly focused on the question of whether spending on expensive medical technologies is likely to produce enough health to justify their costs. But of course health is not our only goal, and medical technologies are not the only means to that end. As Professor Elhauge explains: “[W]e could accept the proposition that the greatest good in life is health, but still conclude that purchasing more health care is less effective than funding nutritious food, safe housing, environmental protection, college tuition, or even simply distributing cash.”96 Yet, the United States now spends more on health care than on food, housing, transportation, or anything else.97 Such a flexible regulatory presumption against consumption of expensive medical technologies will create opportunities for other spending that is likely to enhance patient outcomes and promote social welfare.
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